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1. BACKGROUND AND PROBLEM STATEMENT

Like most other newly developing countries in the Asian Region, Indonesia has now
attempted to balanced its economic growth and the quality of the environment. The
government of Indonesia has declared environmental protection as an integral part of its
development objective to achieve sustainable development. With the Ministerial Decree No.
4/19821, environmental protection will be placed in the forefront of all development efforts.

One major attention of the Indonesian government on environmental protection is
given to water pollution control. The "PROKASIH" (the Clean River Program) has been
implemented as a result of the Ministerial Decree in 1989 with an attempt to clean up 23 major
rivers in 8 provinces of Indonesia by the end of the year 2000. Under this program, all
manufacturing industries in the targeted areas will be forced to treat their waste water before
emitting into the river. Up to 1995, there have been 13 provinces participating in the Clean
River Program. Textile industry is a major target of the government in the program due to its

large number and large volume of waste water discharging into the rivers. Textile industry

' Act of the Republic of Indonesia No. 4 of 1982 Conceming the Basic Provisions for the
Management of the Living Environment, Office of the Minister of State for Population and Environment,
1987.
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usually has dry and wet processes. The wet process is actually the main source of the water
pollution. Waste water from the textile industry contains several pollutants such as
Biochemical Oxygen Demand (BOD), Chemical Oxygen Demand (COD), toxicity,
acidity/alkalinity, and heavy metals.

Textile industry was set up in Indonesia in the seventeenth century. This indusfry has
received a special attention from the government of Indonesia as a major import-substitution
industry, and as a vehicle for the industrialization of the economy. It has a domestic market as
large as 180 million people in 1994, employs relatively simple technology, and is labor intensive
industry. The industry contributed around 12 percent of the Gross Domestic Product of the
manufacturing sector in 1988, but provided around.23 percent of the employment absorption,
excluding the oil and gas sectors. Textile industry has grown rapidly in Indonesia (Table 1).
The level of per capita consumption of textile in Indonesia had increased from 1.78 kg in 1985
t0 4.06 kg in 1994. In terms of fabric it increased from 10.66 kg in 1985 to 24.32 kg in 1994. It is
anticipated that these figures will increase to 5.08 kg of fiber and 30.43 kg of fabric by 1998.

In terms of aggregate volume, fiber grew by 42 percent from 170.7 thousand tons in
1989 to 403.5 thousand tons in 1993. Yarn increased by 53 percent from 617.9 thousand tons in
1989 to 1,168.8 thousand tons in 1993. Fabric increased in volume by 57 percent from 603.9
thousand tons in 1989 to 1,058.9 thousand tons in 1993. While garment grew by 52 percent
from 171.5 thousand tons from 1989 to 325.1 thousand tons in 1993; and textile coloring
increased by 40 percent from 59.7 thousand tons in 1989 to 146.5 thousand tons in 1993. In
terms of total value, the textile and textile products together increased by 31 percent from-
US $ 6,671.3 thousand in 1989 to US § 21,475.3 thousand in 1993.
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Table 1: Growth of Textile Industry in Indonesia, 1985-98

Year Per capita Consumption (kg.)
Fiber Fabric
1985 _ 1.78 10.66
1986 2.03 12.16
1987 2.29 13.72
1988 254 15.22
1989 2.79 16.72
1990 3.05 18.27
1991 3.30 19.77
1992 3.56 21.33
1993 3.81 2283
1994 4.06 24.32
1995 4.32 25.88
1996 457 27.38
1987 483 28.94
1998 5.08 30.43

Source : Department of Industry, Indonesia.

One major cause of the rapid growth of the textile industry in Indonesia is the high
effective rate of protection given to this industry by the government. The protection is not only
to protect the industry from foreign textile products but also to improve the competitiveness of
the industry in the world market. That is why the government of Indonesia also provides
export drives, such as tax holiday, counter trade, and cheap credit facilities for textile
manufacturing industries. However, the latter approach received attacks from other textile
producing countries and eventually Indonesia has to sign an agreement of "code on subsidies

and countervailing duties* (Seda, 1985).
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While contributed significantly to the economy, textile is one of the largest and most
polluting industry in Indonesia due to its great number and high intensity in chemical usage.
Prior to 1989, firms discharged their effluent into rivers without cost. Curmrently, the pollution
level has been regulated with the effluent standard under the Decree of the State Minister for
Population and Environment’. The internalization of this external cost can be done by either
forcing the firms to establish its own waste water treatment plant, or to pay pollution tax or
charges to the responsible organization such as the local government.

Iﬁdonesia has relied on a command and control approach for managing the quality of
the environment for over a decade. The approach, however, has not been cost effective and
enforceable. Although a company which violates the requirements of the environmental law
will be threatened for closure. The government does not want to penalize the uncompliant
business firms based on environmental factor alone. The impact of such enforcement is
considered far reaching in terms of economic impact because it affects employment and
income level of the people. In this connection, the government of Indonesia has now shifted to
other more efficient approaches of pollution control such as the polluter pays principle. It is
considered that, with an implementation of economic instruments such as effluent charges, a
polluting business firm will still be allowed to operate by paying a certain fee to the
government, and the government could in return earmark this revenue for environmental
management and protection. The government of Indonesia is, therefore, planning to establish a
central municipal waste water treatment plant to process the waste water discharged by many
different firms and industries. Effluent charges will be collected from the users at a rate that it
can cover the costs of investment, operation, and maintenance of the plant. At the same time,
the charges should be understood by the users and reflect the opportunity costs of using those
services (Hanke and Wentworth, 1981). At present, there is no standard method to determine

the rates of effluent charge since the instrument is relatively new for most developing

? Decree Number: Kep-03/MENKLH/I/1991 with reference: Effluent Quality Standards for Existing

Operations.
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countries. There are also relatively few empirical studies available on the relationship between
waste water treatment cost and level of treatment achieved (Fraas and Munley, 1984).

In addition to the problem of determining the effluent charge rates, the government
also concerns about the impact of the charges on the society as a whole and the firms’
competitiveness in particular. Presently, most firms are only required to send a sample of their
waste water to organizations, such as the Textile Institute, for analysis. This practice cost only
a small additional cost to the firms since there is no penalty or fine imposed on firms who
emit effluence above the standard. Most firms believe that the cost of establishing a treatment
plant or paying effluent charges to the responsible organization is too high for them. Many
businessmen argued that any imposition of environmental regulation will produce a negative
impact on the industry in particular and on the economy in general. This will further decrease
the competitiveness of firms in the domestic as well as the international markets due to an
increase in costs of production. In brief, the firms envisage the regulation as a kind of trade
barrier (Rubin and Graham, 1982). On the contrary, there is an argument for the positive
effects of the regulation. Environmental regulation will be able to improve production efficiency
which in turn will lower the costs of production in the long run and improve the
competitiveness of the firms' product in the domestic as well as the international market.

In brief, water pollution, especially from the textile industry, has become a major
problem to the Indonesian government in achieving sustainable development objectives. The
Indonesian government needs information in implementing a more cost effective and
enforceable pollution control instrument like an effluent charge. The needed information
includes level of effluent charges and impacts of the charges on firms. This study will therefore
take the textile industry of Indonesia as a case study to explore the methods of determining
the effluent charge and the impact of the charges on the society as a whole and the firms’

competitiveness in particular.
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2. OBJECTIVES

The objectives of this study are (1) to estimate the marginal cost of the pollutant for
determining the level of effluent charge, and (2) to investigate the impact of the determined

effluent charge on the firms' profit level.

3. METHODS OF STUDY
3.1. DATA COLLECTION

West Java was chosen as a base site for the study since about 50 percent of the
country's textile factories are located in this region. There are sixty five firms which produce
waste water analysis reports regularly and these were taken as observations for the analysis.
Both primary and secondary cross sectional data were employed. The primary data obtained
from the firms included firms' output levels, types of output, production process, kind of
inputs used, types and volume of pollutants, method of waste water treatment, and pollution
regulations. Secondary data on textile production, environmental impact assessment, and BOD
discharge were obtained from the Department of Industry, Environmental Impact Management
Agency (BAPEDAL), Central Bureau of Statistics, Investment Board, Indonesian Textile
Association, and Textile Institute. Additional detailed information on the firms’ total output and
inputs used were also elicited from sixty-five student theses. Those theses were conducted
during 1993/94 using sixty-five textile firms in Bandung area of West Java as case studies. The
data on textile production which were obtained from the student theses are reconfirmed with
figures obtained from the operational permits issued by the National Investment Board. Data
on the firms’ BOD discharge level were obtained from the Clean River Program of West Java
since most of the theses do not have the data on firms’ BOD discharge.

3.2. ANALYTICAL MODEL

The concept of marginal cost (MC) is used as a benchmark for effluent charge since it
reflects the firm's opportunity cost of producing the output and pollution or the cost of

establishing the treatment plant if firms want to maintain their level of output. Besides, MC
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also reflects the shadow price of the undesirable outputs (pollutants), which have to be treated
before they are disposed into water. In other words, we may say that the shadow price of the
undesirable output is the foregone revenue of an incremental decrease in the ability to freely
dispose the effluents. As an example, when we compute a production process which produces
desirable output and a pollutant, we can derive the shadow price of the pollutant by assuming
that its absolute shadow price is equal to the observed market price of the desirable output.
The shadow price of pollutant will also reflect the revenue foregone as a result of reducing one
unit of pollutant from the production process. This shadow price might not directly reflect the
marginal benefit to society from reducing or treating the pollutant. If the shadow price does
equal to the marginal benefit to the society, then the current regulations are leading to the
efficient allocation of resources.

To estimate the shadow price, we first computed the input elasticity coefficient. The
Cobb-Douglas and translog production functions were used to estimate the input elasticity
coefficient by assuming that a firm with a profit maximizing objective faces production
constraints which include productive inputs and an undesirable output. Although the Cobb-
Douglas production function is relatively more restricted and thereby less effective in
prediction when compared to the translog production function, the method is simple and
requires much less effort in terms of time and data. Therefore, it is useful to learn the
empirical results of both models. If the empirical results of the two models are not significantly
different, the Cobb-Douglas model may still be used in a circumstance where data and/or time
are limited.

The specification of the model to be tested includes two outputs and six inputs. The
two outputs are textile as a normal good and BOD discharge as a pollutant. The six inputs
consist of labor, yarn, electricity, chemical, machine, and water. The model can be expressed

in a mathematical equation as follow:
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where:
Q = textile output
Z = undesirable output (poilutant)
X = inputs, where i = 1,..,6

Since Z is a pollutant, an increase in the output of Q will result in more Z. This implies that
the behavior of Z is closer to a normal input, and the partial derivative of Q with respect to Z

is positive rather than negative. Equation (1) could be estimated by the Seemingly Unrelated

Regression. It is expected that the sign of the regression coefficient O, in equation (1), which
is the input elasticity coefficient of the pollutant, will be positive.

To obtain the marginal cost of the pollutant a profit function will be used. Consider a
profit maximizing firm that produces two outputs Q and Z, and uses the input X, under the
general production relation Q = f (Z, X,,..., X;). Output Z has no explicit price but is subject to
maximum pollution allowed Z'. In other words, the profit maximizing firm will maximize the
objective function (profit function) subject to the production function constraint and pollution

standard constraint. The profit maximizing function is stated in the Lagrangean form as:
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T=P,.Q - XPX + A (Z X,.,X)-Q+ A,{Z-Z}
where:
TU = Profit
P, = price of output textile
P, = price of input
7\,1 = the shadow price on the production function constraint
7\,2 = the shadow price on the pollution constraint
7 = pollution standard level
X, = input levels
Z = BOD discharge
Q = output level

At present, there is only one effluent quality standard for the textile industry in
Indonesia (Table 2). When the standard is varied it may result in different shadow prices for
the pollutant and from these we may derive a demand curve for the waste water treatment
services. In this study the level of the standard is based on the pollution load, not on the
concentration level; although both standards are applied in Indonesia as indicated in
Table 2.

Since the textile industry in Indonesia is competitive in nature, the demand function
faced by each firm is assumed horizontal. To examine the impact of pollution charge on the

firms’ profit level, we derived a profit function as:

T="P,.Q-(0+PBa+ PO +B,Q)
where:
TU = profit
P, = price of output
Q = volume of output

a,, B1 ,Bz and [33 = regression coefficients
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Table 2: Effluent Standard for Textile Industry in Indonesia

Maximum Effluent Flow of 150 m3 per Ton of Textile

Parameter Maximum Concentration Maximum Load
BOD; 85 mg/l 12,75 kg/ton
COD 250 mg/l 37,5 kg/ton
TSS 50 mg/l 9.0 kg/ton
Total Phenol 1.0 mg/ 0.15 kg/ton
Total Cr 20 mg/ 0.30 kg/ton
Oil and Grease 50 mg/l 0.75 kg/ton
pH 6-9 -

Note:

1. Maximum concentration of each parameter is stated in milligram parameter per liter of waste
water except for pH.
2. Maximum pollution load of each parameter is stated in kg parameter per ton of textile
product.
Source: Decree of the State Minister for Population and Environment No. Kep
03/MENKLH/11/1991. RE: Effluent Quality Standards for Existing Operations,
BAPEDAL with EMDI, 1990, p.16.

4. EMPIRICAL RESULT
4.1. CHARACTERISTICS OF THE SAMPLE FIRMS

From a total sample of sixty-five firms, fifteen are grouped by their output size as
small, nineteen as medium and thirty-one as large. Firms produce less than 1,000,000 meters of
textile per month are defined in this study as small firms, 1,000,001 meters - 2,000,000 meters
per month as medium, and greater than 2,000,001 meters per month as large. This study did
not employ the classification criteria of the Central Bureau of Statistics which uses the number

of labor used because all sample firms will be grouped as large firms if the criteria is used in
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this study. All sample firms are located in Bandung area of West Java and Europe is the main
market of their products. They consist of 68 percent domestic investment facilities and 32
percent foreign investment facilities. Half of the sample firms were established in 1990's, 25
percent in 1980's and the rest were in 1970's. The average production of textile of the sample
firms in 1993 was about 873,741 meters per month for small firms, 1,466,602 meters per month
for medium firms and 3,085,700 meters per month for large firms. Medium and large firms
produced 67 and 253 percent higher than small firms respectively.

For water input, an average of 2,756,234 liters per month was used by small firms,
4,078,208 liters per month by medium firms and 13,488,566 liters per month by large firms.
Medium and large firms used 48 and 389 percent water input higher than small firms
respectively. So the level of water used is not proportional to the level of textile produce.

It seems that there is no proportional use between electricity and output as well. The
amount of electricity used were 665,634, 352,849 and 209,55 kwh for large, medium and small
firms respectively. Large and medium firms used 318 and 168 percent higher than small firms.

Chemical is usually used in conjunction with water. The use of chemical by large
firms was 2,886,139 kg in average per month which was about 343 percent higher than small
firms whose use was only 650,768 kg/month.

The consumption of yarn were on average 130,966 kg per month for small firms,
217,785 kg per month for medium firms and 356,898 kg per month for large firms. Large and
medium firms, therefore, consume about 172 and 66 percent higher than small firms
respectively. The average consumption of yarn for medium and small firms and their level of
output seems to be proportional. This is not for the case of large and small firms since large
firms beside using grey (raw material for fabric) produced by its own factory, also purchasing
from other firms. Therefore, the level of textile output of large firms seems to be much higher
than small firms in relation to their consumption of yarn.

The amount of labor used seems to be more proportional among the three different
sizes of firms. Medium firms employed 103 percent of labor higher than small firms, and large

firms employed 208 percent of labor higher than small firms. As the number of labor employed
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in each size of firm does not only depend on the level of output produced but also on the
technology and production efficiencies. It is known that textile industry in Indonesia is a labor
intensive industry, but technological change has moved the industry towards more machine
and labor used. During the study, the Indonesian economy in general, and the textile industry
in particular, was in the slum year. The export market was also dwindled. This indicates that
the capital used in textile industry was under full capacity. In other words, the marginal
product of machine should be negative or zero. An increases in the number of machine will
not increase the level of output. This is consistent with the results of regression analysis which
obtained negative and zero elasticity coefficient of output with respect to machine input, for
both large and small-medium firms (see Appendices A, B, and C in Maria Ratnaningsih, 1996).

The ratio between BOD per kilogram and the level of output produced by the small
firms is the highest (0.41 percent) compared to the medium (0.38 percent) and large firms (0.31
percent). It appears that small firms produced more BOD per unit of output relative to the

medium and large firms.

Table 3: Monthly Average Output and Inputs Used by Size of Sample Firms, 1993

Output/Inputl Small Medium Large
Output (m) 873,741 1,466,602 3,085,700
BOD (kg) 3,655 5,686 9,720
Water (1) 2,756,234 4,078,208 13,488,566
Electricity (kwh) 209,651 362,849 665,634
Chemical (kg) 650,768 1,644,902 2,886,139
Yarn (kg) 130,966 217,785 356,898
Labor (man hour) 90,760 184,253 279,753

Source: computed from primary data.

Note: Small

Large

= less than 1.000.000 m/month
Medium = 1.000.001 - 2.000.000 m/month

= greater than 2.000.000 m/month
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4.2, ESTIMATION OF MARGINAL COST -
4.2.1. COBB-DOUGLAS PRODUCTION FUNCTION

To obtain the elasticity coefficients (OL,), the production function is stated in double

logarithm. The result of the regression equation of the Cobb-Douglas production function is:

InQ=0.1940In BOD + 0.1127In W + 0.2083 In E
(1.7765) (2.3333) (1.6663)

+ 0.0581 InCh + 0.3850 InY + 0.2067 InL + 0.0406 InM
(1.3339) (3.0462) (1.7075) (0.6250)

R = 0.92996, Adj. R = 0922725, F-stat =128.3682, n =65
where :

Q = textile output
BOD = pollutant

W = water

E = electricity
Y = yam

Ch = chemical
L = labor

M = machine

The regression coefficient of each variable indicates the input elasticity coefficient for
each related variable. All the independent variables are statistically significant at 10 percent
level except for machine. This means that an increase of 10 percent of the volume of water use
will increase the total output by 0.1127 x 10% = 1.127%, an increase by 10 percent of electricity

will increase the level of output by 2.083 percent, an increase of yamn by 10 percent will
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increase output by 3.85 percent, an increase of chemical by 10 percent will increase output by
0.58 percent, an increase in labor by 10 percent will increase output by 2.07 percent and an
increase of machine by 10 percent will increase output by 0.4 percent.

The total of regression coefficients excluding the BOD coefficient is equal to 1.0114
indicating that the production function has a characteristic of increasing returns to scale since
a total increase of all inputs by 10 percent will lead to a greater than 10 percent increase in
the level of output.

The F-statistics = 128.37 indicates that as a whole, the independent variables can
explain a significant proportion of the variation or the behavior of the dependent variables. The
critical F-value at n = 65 and k = 7 shows the value of 2.17 which is less than the computed
F-value.

4.2.2. TRANSLOG PRODUCTION FUNCTION

In the translog production model, the interaction betyveen the inputs used in the
production process are taken into account. It is, therefore, expected that the regression
coefficient of BOD obtained from this model will be a better value for calculating the marginal
cost of BOD.

The translog production function with 7 independent variables (equation (1]) was
estimated linearly using 65 observations and produced 37 parameters. The value of the
coefficient of determination (R’) of the regression equation is 0.712 indicating that 71 percent
of the variation in the production of textile could be explained by the variation of the 7
independent variables of the equation. Although all regression coefficients are not statistically
significant at 10 percent level of confidence due to the near singular matrix, the F statistic
value 17.33214 at 7 and 58 degrees of freedom for the numerator and denominators respectively
is acceptable. The regression equation can still be used to explain the impact of variation of all
independent variables on the dependent variable. Among the 37 parameters, only 9 parameters
are related to Z (BOD). Therefore, when we take the derivative of InQ with respect to InZ, we

obtain the output elasticity coefficient with respect to Z which is equal to the value of the

total BOD divided by the total revenue or dinQ/dinZ = A(Z)/(P,* Q). Since the value of total
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revenue, the elasticity coefficient and the volume of BOD are known, we can solve for the

value of the BOD or 7\,2.
4.2.3. MARGINAL COST OF THE UNDESIRABLE OUTPUT

The marginal cost of the undesirable output indicates the amount of revenue that
must be sacrificed if the firm reduces the BOD level by one unit. This is also equivalent to the
maximum Jevel of willingness to pay for one unit of BOD discharged above the standard set by
the government.

The MC or the shadow price of the BOD can be estimated by using the production
function to derive the elasticity coefficient of each explanatory variable including the BOD
variable. Assuming that a firm is maximizing profit, it can be stated that the price of input
equals to the value of the marginal product. The marginal cost of BOD (1), is equal to the
MP,,, multiplied by the price of output (P). In this study the average price of output is Rp.
4,976 per meter of textile.

Using the coefficient of BOD obtained from the the Cobb-Douglas production, it can
be calculated that:

MP,, = 0.1940 x 1,808,681.3
6,320.33
= bb.56167
MPy, . Py = }\'2

55.5167 x Rp. 4,976 = Rp. 272.920, or equivalent to US$ 129.96.

The value US$ 129.96 is the cost of reducing one kg of BOD by each firm. For clarification, an
example is given here. A firm producing 2,925,000 meter of textile and creates 10,234 kg of
BOD facing the BOD standard of 12.75 kg/ton of textiles, it means that every 4,000 meters of

textile must not generate BOD exceeding 12.75 kg. In this case the maximum BOD that can
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be discharged by firm A is 9,323 kg. Therefore, there is an excess BOD discharged of 911 kg.
Applying the MC for firm A, the firm has to reduce the excess amount of BOD above the
standard by reducing its textile production and to reduce the total revenue by 911 x US$
129.96 = US$ 118,395. _

Based on the information obtained from a firm which has already installed a waste
water treatment plant, it is found that the cost of treating the waste water is about Rp. 200 per
meter of textile in 1994 price. The waste water treatment costs for the total product of
2,926,000 meters of textile will be Rp. 585,000,000 or about US $ 278,571. From those two
figures, it appears that the costs of installing a waste water treatment plant is higher than the
cost of reducing the level of production. The firm therefore will not invest in a treatment plant,
but will rather prefer to reduce its production level. Actually this is not the only consideration
since the revenue of the firm is not the only factor under consideration. Often, a firm must
maintain the market share by sacrificing the revenues. The firm may maintain its level of
production although it has to pay the cost of waste water treatment.

For comparison, the production function for the small and medium firms together, and
the large firms are run separately. Since we are interested in measuring the price of BOD, the
analysis will be concentrated on the regression coefficient of BOD.

The regression equation for large firms is:

InQ = 0.0791 InBOD + 0.2288 InW + 0.50817 InE
(0.4311) (1.3955) (3.5126)

0.0197 InC + 0.2870 InY + 0.0347 InL - 0.1628 In M
(0.1588) (2.1136) (0.2760) (-2.1521)

R’ =09188 Adj. R*=0.8984 F-stat=452338 n =31
From the regression equation, we learn that there is no positive correlation between BOD and

output, since the coefficient is not significant statistically at 10% level of confidence. It seems
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that there is no impact on output with a charge in BOD value. However F value is still high
(F = 45.2338), so the regression coefficients together are still applicable. The marginal cost for
the BOD can be estimated by assuming that VMP,, = P, so based on the above result:

MP,, = 0.0791x 3,085,701
9720

251110

The price of BOD = A, = MPyyp - P oiaco toms
= 25.111 x Rp. 4,979
= Rp. 125,027.68 (US$ 59.53)

It may be interpreted that reducing BOD by one kilogram will decrease the firms'
revenue by US$ 59.53 or it may be taken as the maximum price of BOD a firm is willing to
pay for the pollution charge.

The regression coefficients for chemical is not significant. This means that there is no
impact of changes in chemical input on the textile output. This may happen because the
chemical used depends more on the volume of water use which is further determined by types
of machine in the production process.

The regression equation for the small and medium firms together is:

InQ = 0.2510 InBOD + 0.4469 InW - 0.0447 InE
(1.7868) (5.1632) (-0.2687)

+ 0.0543 InC + 0.2435 InY + 0.1407 InL + 0.0893 In M
(15145)  (16193)  (0.9943)  (1.0847)
R’ =08720 Adj. R®=08436 F-stat=30667 n'=34
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All variables are the same with the earlier equation. The F-statistics = 36.345 indicates that as
a whole all independent variables together can explain the variation of the dependent variable
Q. The T-statistics of the regression coefficient indicates that all regression coefficients for the
independent variables, except for electricity and labor, are statistically significant at the 5
percent level of confidence and 58 degrees of freedom.

The coefficient of elasticity of BOD for the small and medium firms together has a
positive sign of 0.2510. It appears higher than that of the large firms perhaps because of the
more traditional technology which is applied in the small and medium groups of factories. This
means that the MC of the BOD will be positive too. Assuming that a firm is maximizing profit,

therefore;

MP,, = 026510 x 1,170,1715
46205

= 63.5674

To find the VMP,;, , we simply multiply the MP,, by the average price of output of the

small-medium firms:
63.5674 x ‘RP. 4,977 = Rp. 316,375  (US$ 150.65)

This is the MC for the BOD for small and medium firms, which means the cost of reducing
per kilogram of BOD is to reduce the output by sacrifying the revenue by US$ 150.65, or it
may be interpreted as the maximum amount of money that must be paid for per kilogram
BOD discharged.

From the above analysis it is understood that there is a different behavior between
large and small-medium firms. High coefficient of BOD will generate high level of marginal

cost. Since MCy, = VMPy,, and VMP,, = MP,;, . P, therefore the higher the price of output
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and/or the higher the MP,, the higher the MCg,,. The MP,, for the small-medium firms is
higher than the large firms. This means that the marginal cost for small-medium firm is higher
than that for large firms. This situation can be seen clearly from the result of the comparison of
MC,,, between large and small-medium firms.

The marginal cost figures estimated by the translog production function were obtained
by the method shown above. It turned out that per kilogram reduction of the pollutant above
the pollution standard will reduce the level of the firm's revenue by US$ 105.44.

The results of the marginal cost estimates by the two different production functions
are summarized in Table 4. The marginal cost values for the small-medium firms estimated by
Cobb-Douglas production function are greater than the estimates of large firms. Based on the
translog production function, the output elasticity with respect to BOD discharge is 0.1506777.
The average volume of pollutant (BOD) of the sample textile firms is 7,103 kg per month, and
the average production of textile per month is 2,096,876 meters, and these together resulted in
the marginal product of the BOD by 44.48 kg per month. With the average price per unit of
textile at Rp. 4,978 per meter, it will generate a marginal cost of US$ 105.44. It appears that the
Cobb-Douglas production function produces a higher estimate for marginal cost of the BOD
relative to the translog production function for all firms, which are US$ 135.75 and US$ 105.44
respectively. This might due to the effect that the translog reduction function includes the
interactions of the independent variable whereas the Cobb-Douglas does not.

There is high multicollinearity between BOD and electricity, chemical, yarn, and labor.
Perhaps this is one of the reasons why the coefficient of determination of the regression
equation in the Cobb-Douglas production function is quite high (0.93). With high
multicollinearity it is difficult to identify which of the independent variables really influences
the variation of the dependent variable. In this case, the regression coefficient could be biased.

One way to remedy the problem of multicollinearity is dropping one or some of the
highly correlated independent variables. However, the method will result in lose of some
important information about the behavioral relationship among the variables. In addition, the

independent variables, collectively, can significantly explain the variation of the dependent
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variable as implied by the value of F-ratio. The value of F-ratio for the Cobb-Douglas function
is high (128.36) and greater than the critical value of F-statistics at 6 degrees of freedom for

numerator and 58 degrees of freedom for denumerator at 5 percent level of confidence.

Table 4: Comparison of Marginal Cost of BOD/Kg by Estimation Method

Method Marginal Cost (US$)
Cobb-Douglas:

All firms 129.96
Large firms 59.23
Small-medium firms 150.65
Translog:

All firms 105.44

Source: Primary data.
Note: The translog production function cannot be used to estimate the MC for small-

medium and large firms separat,ely due to the singular matrix problem.

Heteroscedasticity problem also exists on the BOD variable. It was tested by using a
Park test to see whether the value of residual was proportional to the values of the
independent variables. With Heteroscedasticity problem, the value of the T-statistics for all
independent variables became larger, and tended to reject the null-hypothesis that each
regression coefficient was not different from zero. So the estimates were not efficient and lead
to a high estimate of BOD.
4.2.4. IMPACTS OF EFFLUENT CHARGE ON FIRMS’ PROFIT LEVEL

After deriving the marginal cost of BOD, calculations were made to examine the
impact of effluent charge on the profit level of firm. To achieve this objective we derive the

profit function, which consists of the total revenue function TR = P,Q, the total cost
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function TC = a + b,Q + b,Q° + b,Q", the profit function p = P,Q - (a + b,Q + b,Q* + b,AY,
where P, is the price of output and Q is the quantity of output. Since the marginal cost of
BOD reflects the amount of revenue that a firm has to sacrify in order to produce one unit of
BOD above the standard.

It is found that the textile industry is a competitive one so the demand function for its
product is horizontal where P, is price of output and Q is quantity of output. Calculation of
total revenue function was directly made by multiplying the price of textile with the quantity
produced. In this study it is found that the average price of textile per meter is Rp. 4,976 or
approximately US$ 2.37.

The nature of the cost function was tested by observing the significant level of
regression (see Appendix E in Maria Ratnaningsih, 1996). The cost function was run separately
for small, medium, and large firms to check on the impact of each firm's profit level, before
and after the imposition of the effluent charge. Since the estimated marginal cost of BOD
derived from the translog production function could not be obtained separately for small-
medium and large firms due to the singular matrix , it follows that the marginal costs of BOD
for all firms derived from the Cobb-Douglas and translog production functions were determined
as the effluent charge for small, medium, and large firms. To simplify the calculation of this
cost function, one unit output produced by each firm represents a thousand meters of output.

The aim of deriving this profit function is to examine the impact of effluent charge.
The effluent charge for each firm is derived from the excess BOD discharged above the
standard set by the government, multiplied by the marginal cost of BOD. By using the Cobb-
Douglas production function which generates the value of the marginal cost as US$ 129.96, the
profit level for the small firms decreases by US$ 71.1875, or approximately 6 percent of the
previous profit, the medium firms' profit level decreases by US$ 751.3076 or approximately 37
percent, and in large firms profit level decreases by US$ 1,302.5523 or approximately 37
percent.

The estimated marginal cost of BOD derived from the Cobb-Douglas production

function is US$ 105.44. After the imposition of this marginal cost or the effluent charge, the
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profit level of the small firms decreases by US$ 4.4035 or approximately 0.4 percent of the
previous profit level, the medium firms' profit level decreases by US$ 721.6204 or approximately
35 percent, and the large firms' profit level decreases by US$ 526.6137 or approximately 15
percent.

Based on the information supplied by sample firms, the profit level of textile in 1993
was about 15 percent of the selling price. In this case, the imposition of the effluent charge
derived from the Translog production function reduces the small firms' profit level by 0.9
percent, and 5.5 percent for the medium and large firms' respectively. While using the effluent
charge derived from the translog production function it reduces the small firms' profit level by
0.06 percent, the medium firms by 525 percent, and the large firms by 2.25 percent. A

summary of the values obtained from the calculation is given in Table 5.

Table 5: Comparison of the Total Average Revenues, Total Costs, and Profits
of the Sample Firms by Size, 1993
Unit: US $ 1,000

Firm's Total Total Cost Total Cost Profit Change (%)
Size Revenue
Before C-D Translog | Before CD Translog { C-D | Translog
Small 4,348.6 20226 | 21721 | 20318 1,1076 | 10364 | 1,203.2 6 09
Medium | 7,299.2 30157 | 45935 | 4531.1 20397 | 1,2884 | 13181 37 55
Large 15,3637 | 79384 | 10,6738 | 9,044.3 35358 | 22333 | 30092 37 6.5

Source : Computed.

Note : C-D = Cobb-Douglas

5. SUMMARY AND CONCLUSION
5.1. SUMMARY

This study took the textile industry of Indonesia as a case study to investigate the

methods of estimating marginal cost of the pollutant, determining the level of effluent charge,
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and investigate the impact of the determined effluent charge on the firms' profit level. The
Cobb-Douglas and translog production functions were used to derive the marginal cost of BOD
using the data and information from sixty five textile firms in the Bandung area of West Java.
Using the Cobb-Douglas production function, it was found that the marginal cost of the BOD
was US$129.96 per kilogram of BOD. It means that the cost of reducing 1 kilogram of BOD will
result in a decrease in the total revenue by US$129.96. When the analysis is done by grouping
the samples into large firms and small-medium firms, the large firms have a lower marginal
costs for the BOD as compared to the small-medium firms', they are US$ 59.23 and US$ 150.65
respectively. This indicates that large firms produce more BOD relative to small-medium firms
which in turn generate lower marginal product of BOD. The marginal cost of BOD estimated
by the translog production function is US$ 105.44.

There is high multicollinearity between BOD and electricity, chemical, yarn, and labor.
Heteroscedasticity problem was also found in the regression equation. These may cause an
over estimation of the marginal cost of BOD or a biased coefficient. However, the estimates
obtained from this study can still be used in an implementation of water pollution control in
Indonesia as the independent variables, collectively, can significantly explain the variation of
the dependent variable as implied by the value of F-ratio. The translog production function is a
l:;etter model for estimating the marginal cost of BOD, and the lower values of marginal cost of
BOD estimated from the translog production function is preferred to the estimates from the
Cobb-Douglas production function. Although an estimation of the marginal cost of BOD by the
Cobb-Douglas production function involves much less effort in time and data, it produces a
significantly higher value, about 24 percent, than that obtained from the translog production
function.

Based on these figures, it appears that a firm will not establish its own treatment
plant, but will reduce its output level or continue producing the same level of output with a
will to pay for the pollution charge. This is in fact consistent with general observations that
revenue maximization is not the sole objective of business firms. Very often a firm must

maintain its market share in the long run by sacrifying revenues. Therefore, when a waste
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water treatment charge is imposed on firms, a firm may choose to maintain its level of
production by paying the charge rather than reducing its output. Another aspect of the firms’
behavior in this regard is whether the firms will still maintain its level of pollution by paying
for the pollution charge if the government charge the polluting firms at higher or less than the
estimated marginal cost of the BOD or US$ 105.44 per kg of BOD. However, there is no clear
findings when will firms install waste water treatment plant, reduce their pollution level, or
maintain their output level and pay for the pollution charge.

On the impact of the effluent charge on the firms' profit level, it was found that using
the marginal cost of BOD derived from the Cobb-Douglas production function will decrease
the firms' profit level greater than using the estimate from the translog production function.
When the marginal cost of BOD derived from the Cobb-Douglas production function is applied,
the small firms' profit level decreases by 6 percent while the medium and the large firms'
profit level decrease equally by 37 percent. When the marginal cost of BOD derived from the
translog production function is used, the small firms' profit level decrease by 0.4 percent, while
the medium and the large firms' profit level decrease by 35 and 15 percents respectively.
Considering that the firm's profit level in 1993 was 15 percent of the production price, it can
be concluded that the imposition of the effluent charge rate derived from the Cobb-Douglas
production function reduced the firms' profit level by 0.9 percent for small firms and 5.5
percent for medium and large firms. At the same time, the effluent charge rate derived from
the translog production function can reduce the firms' profit level by 0.06 percent for small
firms, 5.25 percent for medium firms, and 2.25 percent for large firms.

5.2. CONCLUSION

The models used in this study to estimate the marginal cost of pollutant and to
investigate the impact of the effluent charge on firms' profit level provided empirical
knowledge as well as useful information for implementing pollution control policy. The result of
the study can be used to convince the responsible public agencies to consider and adopt the
methodology used in this study. The estimated marginal cost could be used as a benchmark

to set up an effluent charge for pollution control purposes. Furthermore, this benchmark can be
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adjusted to fit the firms’ ability and willingness to pay, especially when the pollution charge
might have a strong impact on the firms' business such as on the profit level and
employment. Since many firms have considered effluent charges as an expensive way of
reducing pollution whereas the government needs to impose effluent charges on the polluting
firms to derive revenue for environmental protection, a trial and error method based on the
benchmark estimates could be done to obtain charge rates of less conflict to both parties.

The findings of this study were derived from the data and information of the textile
industry producing 100 percent polyester in the Bandung area of West Java. The study also
concentrated on only one pollutant or the BOD level. Cautions should be made when applying
the model and results of the study to other polluting industries, other areas and other
pollutants of different nature. A more comprehensive study which includes more varieties of
industries and more variations in location of industries should be considered. This extension
will enable us to obtain better estimates of marginal cost of pollutants and effluent charges.
The derivation of marginal cost or pollution charge requires considerable efforts in gathering
data and information and therefore a good cooperation among researchers, government and

firms is needed. The task should be the responsibility of government agencies.
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Introduction

It has been argued that empirical data can be used to verify theories or hypotheses.
Some positive economists claim empirical data can represent what happen in the real world
and maintain prediction is the fundamental goal of economics. Thus, "econometric” technique
seems to be the "best” method for them.

Econometric techniques would, it was presumed, conclusively prove or disprove
economic hypotheses, accurately quantify economic relationships and successfully predict.
However, the problem arrived when econometric models failed to predict in their ability to
predict. In the 1970s, the macro-econometric models were unable to predict many adverse
events, soaring inflation, steadily climbing unemployment, and the cessation of productivity
growth. This failure, initiated many controversies concerning econometric techniques.

Controversies about econometric methodology have long existed among economists.

The argument between Keynes (1939) and Tinbergen (1981) arise on the controversy
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concerning the objectives and limitations of econometric methods. The work of Mayer (1980)
and Leamer (1978, 1983) contribute to this literature. McCloskey (1985) comments on similar
topics and with respect to economics in general. Lovell (1983) and Mayer (1980) point out the
problem of data mining or significance fishing process.

It is clear that econometric methodology has never settled a dispute over theory
among or between the Keynesian, post-Keynesian, new Keynesian, monetarist, new classical,
or Marxist economists. This paper will highlight the various controversies followed by my
perspective.

According to traditional econometric technique, analysis takes a specific form; first
model construction, second estimate the model using the most convincing method, which
depends on the analyst's assumptions, then evaluate and select the "best" model, which is
also effected by analyst's assumptions, and finally predict the event from his/her "best" model.
Many controversies arise pertaining to each step of the process.

1t is impossible to consider all the topics of the controversies in the econometric
methodology literature. A convenient way is, first introduce the most important topics, then
focus on details in each topic.

Econometric methodology literature primary address, (i) controversies concerning the
modelling process and (ii) controversies concerning evaluation and interpretation.

The controversies pertaining to the modelling process are as follows: (i) size of the
initial model, (ii) the model specification and economic theory, and (iii) functional forms.

The controversies concerning evaluation and interpretation consist of (i) the
assumptions of the econometric model and estimating method, (ii) econometric testing, and

(iii) econometric prediction.

I. Controversies concerning the modelling process
A. Size of the Initial Model
Many differences exist for determining the initial “size" of the model. The questions

arise “should a modeler start with a small model, test for missing variables and then expand
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the rnodel1, or should a large model be the starting point and then simplify?2

Granger (1990) suggest "a more conservative approach is to start with a "moderately
sized" model and to consider both simplifications and also expansions of the model, using
various specification tests." Then the next question is "what size is the "moderately sized’
model?, what size is too large? and what is too small?" Everybody can answer this question,
but the answers will not be the same. Then “what is the final answer?"

However, in order to continue the discussion, let's assume the size is determined. The
next step is to consider both simplification and expansions of the model, using various
specification tests. In a search for simplicity, the "insignificant" terms will be dropped from the
model. Also in a search for expansions, the "significant” terms will be added to the model. The
questions are "how should the "insignificant® or ‘significant" terms be determined? by the
specification tests? what should be the specification tests?* Unless the method of estimation
is defined, this question cannot be answered. Therefore, this question will be discuss later on
the evaluation and interpretation section.

B. Model Specification and Economic Theory

One of the questions concerning model specification is “should the model
specification be based on ecbnomic theory?" Most econometricians agree that an economic
theory is useful to provide an initial model specification.

However, economic theory almost never specifies what secondary variables (other than
the primary ones under investigation) should be held constant in order to isolate the primary
effects. For example, when we consider the relationship between interest rates and
investment, what other variables should be held constant, and what will happen if they are not

constant.

' Box and Jenkins (1970) goes from simple to complex. Starting with a single series, so that

dependent variables (Y,) is explained by in own past, simple Autoregressive model is considered.

2 LSE group prefer this tactic of going from large to small model, starting with large explanatory

variables set, using initially a rich specification and then testing for simplification.
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The second problem is the questionable use of explanatory variables, should they be
' contemporaneous or lag variables. Usually contemporaneous explanatory variables are used.
Difficulty arises because the direction of explanation, or causality, is disrupted by this
approach.

Finally, the variables that are specified by economic theory are often not part of the
available data set, so inferior proxies are used. For example, when studying the impact of
education on earnings, one would like to examine the relationship between acquired
knowledge and earnings, but most studies have to use years of education as their actual
explanatory variable.

While econometricians believe economic theory should contribute to the construction
of their models, they also maintain that theory should not constrain the construction of the
model. All relevant explanatory variable must be included, both those predicted by specific
theory and others which may be "discovered” during model construction and testing. Likewise,
any variable which is not relevant, even if predicted by theory to be so, must be excluded. The
result is a model which hopefully includes all relevant variables, both those found within and
outside theory. It then becomes an empirical question as to whether or not the theory is true.

To emphasize this question, the concepts of truth, fact and opinion have to be clear.
Some economists claim truth is represented by facts, and facts can be found in empirical data.
However, it then becomes questionable that different analysts will observe the same data or if
in fact the same data will be identically "seen’. For example, in studying the relationship
between investment and interest rate, econometricians have to observes empirical data for
investment and interest rate. But there are many types of interest rates and investment. Then
what will be the empirical data for study in this case. Each analyst has to decide by
him/herself. This shows that empirical data was affected by the ana]ysta, and this shows facts

vary according to each analyst. Therefore, a fact is merely an opinion held by a set of people,

3 Both Kuhn and Lakatos agree that data cannot be separated from theory. Hence, data is "theory-
laden".
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and empirical data do not allow economists to conclusively choose which theory is right.

Kuhn (1962) claims that all fact are theory-laden. He explains that each analyst has
his/her own world view, and a community of analysts who share common world views
construct their own “paradigms.” Kuhn points out that knowledge progresses within
‘paradigms.” Most analysts construct their theory based on their paradigms. Different
paradigms lead to drastically different theories. If the model specification is based on economic
theory, then different paradigms produce different models. For example, according to
Keynesian theories of business fluctuations, autonomous expenditure (A), defined as an
independent variable, affects induced expenditure (B), defined as a dependent variable.
Autonomous expenditure (A) was defined as the sum of net private investment plus
government deficit on income and product account plus net foreign balance. Unlike Keynesian,
monetarists theories of business fluctuations used quantity of money (M) as the independent
variable, which affects induced expenditure, here the dependent variable.

Most econometricians claim three objectives for modelling; to provide forecasts, to
suggest policies and to test a hypothesis about the economy. However, it is clear that different
objectives lead to different model for forecasting, and provide different policies for the same
economy. The problem is that "which method should we used to evaluate and choose the
"best" policies?" Since the use of the model is optimal conditional on the model specification
being correct, and if the estimation method is sound, the models are only approximations.
Therefore, it is unclear how to evaluate them for objectives other than for forecasting.

C. Functional Form

Suppose we know the economic theory to specify the model, then the next step is to
consider what functional forms to adopt. Economic theory does not specify the exact functional
relationships that should exist between primary variables or between the primary variables and
the secondary variables. For example, in studying the relationship between interest rates and
investment, interest rates should have a negative effect on plant and equipment investment,
but what is the time lag between changes in interest rates and changes in investment? If the

relationship must be corrected for the amount of unused capital capacity in the economy,
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what is the precise nature of the correction? Therefore, the coefficients of the equation almost
always depend upon the precise functional forms that are used in estimating the relationships.

Although the exact functional forms that should be used is unknown, equations are
usually. estimated many times. By simple random search, the analyst looks for the functional
forms that give the "best" equations. The "best’ equation is going to depend heavily upon the
prior beliefs of the analyst. For example, if the analyst believes that interest rates do not affect
the velocity of money, she/he will find the "best" equation that validates her/his particular prior
belief. If the analyst believes that interest rates do affect the velocity of money, she/he will find
the "best" equation that validates this prior belief. From Kuhn's point of view, this is “theory-
laden”.

Granger (1990) also proposes that with a limited amount of data available and a huge
number of possible models there is always a possibility that, if enough models are fitted to the
data, one will appear to fit very well but in fact will not be useful. He mentioned an example of
fitting a time series of twenty terms with a polynomial in t of order 19 (which has twenty
parameters), then getting a perfect fit. However, this model will typically forecast very poorly. It
is clear that this type of data mining is unacceptable.

Another problem is that most economic models are static, but all economies are
dynamic, which is to say they change over time. Accordingly, econometric models should be
dynamic. But how long are the lags and what shape do they take? How do periods of
disequilibrium affect the equilibrium conditions to which the economy is (supposedly) headed?
Since economic theory does not tell us, the dynamic properties used in economic modeling
tend to have a disturbing ad hoc character.

According to dynamic properties, it is necessary to find good exogenous instrumental
variables that allow one to isolate the underlying structural relationships in order to estimate
the macro-econometric models. For example, in studying supply-and-demand curves for corn,
analysts do not observe supply or demand curves, but merely the equilibrium intersections of
the two. The observed set of prices and quantities do not represent neither demand curves nor

supply curves. They trace out some mix of movements in both curves. Suppose the supply
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curve depends on the weather but demand curves do not, and the weather changes enough to
allow analyst to use it as an exogenous instrumental variable. If the supply curve is moving
up and down because of the weather and the demand curve is unaffected, the observed
equilibrium of prices and quantities can be used to trace out the economy's demand curve for
com.

However, most economic relationships lack good instrumental variables that allow
econometricians to find the underlying structural relations that are being sought. According to
this reality, it becomes possible to build models that are equally good statistically but form a
number of quite different perspectives. One example could be measures of productivity.
Because this is often unobservable, economists use proxies such as years of education or work
experience. The choice of which proxy to use will determine the construction of the model and
the predicted payoffs to education and work experience. Both models may produce statistically
significant results yet dramatically different conclusions. Thus, theories could not be accepted
or rejected based on the data because economic history did not happen to generate the data

that might allow economists to conclusively choose which theory was right.

II. Controversies concerning evaluation and interpretation

A. Assumption of Econometric Model and Estimating Method

After construction model, econometricians have to consider the "best’ method to
estimate the model. Each method is restricted by its own assumptions. One of the
assumptions that most methods always depend on is "randomization’. Randomization is an
important assumption for getting unbiased estimators. However, this does not mean that for
each sample the estimate is correct. "Random” only means that, on the average, the samples
are adequately mixed, it does not mean adequately mixed in every sample. It is not necessary
that the randomized experiment generates unbiased estimates. There might be the case that
one particular experiment yields a gross overestimate, some other experiment yields a gross

underestimate.
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Additionally, the possibility of correlation between explanatory variables and the
residual effects causes ‘'bias" in the ordinary least squares method estimates. Then
econometricians switch to the generalized least squares method. However, if the direction of
the bias is unknown, one cannot make any adjustment to the estimates. Therefore, the
estimates are still biased.

Leamer (1983) defined the term M as the misspecification uncertainty matrix
(Variance-Covariance matrix for the bias in the least squares estimates). Since the data in fact
contains no information about the size of the bias, the misspecification matrix M is a pure
prior concept (M is not equal to zero). He claimed that the formal difference between a
randomized experiment and a natural experiment is measured by the matrix M. If the
treatment is randomized, the matrix M is a zero matrix. If M is zero, the least-squares
estimates are consistent. If M is not zero, as in the natural experiment, there remains a fixed
amount of specification uncertainty, independent of the sample size. Thus, the estimates are
still bias.

According to the traditional econometric theory and its assumption of randomness, the
experimental bias (matrix M is not zero) should not exist, many econometricians argue their
insignificant results are a product of this dilemma (matrix M is not zero) rather than the
theories. For example, demand curves can be shown to be positively sloped. Utility can be
shown not to be maximized. Econometric evidence of a positively sloped demand curve would,
as a matter of fact, be routinely explained in terms of simultaneity bias. If utility seems not to
have been maximized, it is only that the econometrician has misspecified the utility function.
Leamer (1983) claim "the misspecification matrix M thus forms Imre Lakatos' protective belt
which protects certain hard-core propositions from falsification”.

B. Econometric Testing

Most of the controversies conceming econometric method questions whether or not
*economic theories can be proved or disproved by econometric testing." If econometric
testing can confirm theory, there should be only one theory being confiined. However, this

rarely happens. For example, both Keynesians and monetarists agree on the need of
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econometric testing, but their interpretations of empirical data are often drastically different. In
studying business fluctuations, Keynesians and monetarists have different theories. As
mentioned earlier, they constructed different models. After empirical testing, they both
conclude their own theory was best. Friedman and Meiselman (1965), testing the period 1897-
1958, conclude that the monetarist theory of business fluctuations is more accurate than
Keynesian theory. One Keynesian criticism for this conclusion is that Friedman and Meiselman
misspecify the Keynesian model. They also claim Friedman and Meiselman's definition of
variables in the model are incorrect. The different definitions of variables leads to different
results. Accordingly, the result of testing competing theories is dependent on the statistical
testing procedures.

In some sense, one could conclude econometrics shifted from being a tool for testing
theories to a showcase for exhibiting theories. Econometric models were built to show that
particular theories were consistent with the data. Since empirical data is affected by the
analyst's believe, it is possible to construct an econometric model congruent with both the
theory and the empirical data. For example, in studying investment function, rising interest
rates theoretically must produce less investment, and falling interest rates more. However,
most econometricians discovered the econometric model applied from this theory results the
opposite way, investment rose as interest rates rose. Econometricians then went back to
construct another model which results were statistically significant and the right sign. As a
result, econometric models are not as robust as first believed and cannot be used to disprove
economic theories. The final models do not test the theory, but they described what the world
would look like if the theory was correct.

Additionally, let's focus back on the prior questions, which are "how should the
“insignificant” or "significant” terms be determined? by the specification tests? what should be
the specification tests?" Since econometric testing cannot be clearly separated from analyst's
beliefs, there is no fair specification test for testing "significant” or "insignificant’ variables. It
is possible that one variable can be specify “significant” by one analyst, and "insignificant" by

another. The controversies between Keynesians and monetarists is the best example for this
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case. Therefore, the specification f;ests are used for showing rather than testing.

C. Econometric Prediction

Many econometricians claim that prediction is the fundamental goal of economics,
and their predictions are based on the theoretical framework and supported by empirical data.

After evaluation and model selection, econometricians suggest policies according to
the predictions from their "best” models. The predicted results vary among models. Since
empirical data and the "best” models depend heavily on analyst's beliefs, the suggested
policies rely on analyst's objectives rather than predicted results. For example, as mentioned
earlier, because of different theories of business fluctuations, Keynesians and monetarists
construct different model. Then they suggest different policies.

Although, the "best" models without “objective effects” will never be found, let's
assume they exits. These models will always depend upon some exogenous variables, which
have to be accurately forecast to get a reliable forecast of the'endogenous variables. It is
impossible to forecast the accurate exogenous variables used by economists. For example, the
weather, decisions of the Federal Reserve Board toward the money supplies, taxes and
expenditures decisions, demography, and a host of other variables could not be accurately
specified to get accurate econometric prediction. During model construction such variables are
known, since models are built to fit historical data. But in forecasts based on the models the
same variables are unknown and unpredictable. The predicted results then look much worse
than statistical tests of model accuracy would lead one to believe. It is clear given the "best”

models, predictions are not always correct.

Conclusion

Controversies concerning econometric methodology pertain primarily to controversies
concerning the modelling process, and evaluation and interpretation.

During the modelling process initial model in question is size. It is clear that different
analysts can construct different size models. Since one can never find the "unique moderate

t
size" model, this criticism goes unanswered. However, suppose the size of the
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models can be defined. The specification testing for “significant” and "insignificant” problem is
still unsolved, because econometric testing cannot be clearly separated from analyst's
objective. Thus, the specification tests are used for showing rather than testing.

Most econometricians agree that an economic theory is useful to provide an initial
model specification. However, it is clear that economic theory almost never specifies what
secondary variables should bé held constant, suggests the appropriate contemporaneous or lag
variables, or defines the exact functional form. In addition, sometimes the variables that are
specified by economic theory are not part of the available data set, and inferior proxies are
used. Accordingly, without individual decision, one can never specify convincing econometric
models. Therefore, different objectives can lead to different models constructed for forecasting,
and provided different policies for the same economy. It is unclear how to evaluate these
models for objectives other than for forecasting.

Although the exact functional forms that should be used is unknown; by simple
random search, analyst can always estimates and finds the “best fitted equations. However,
these "best" equations will heavily depend upon the prior beliefs of the analyst. Additionally, it
is clear that data mining is unacceptable.

Concerning the method for estimation, one of the assumptions that most methods
always assume is ‘randomization’, but the existence of randomness seems to be impossible.
Many econometricians argue their insignificant results by blaming on the lack of randomness
rather than theories. From Lakatos point of view, this randomness is the "protective belt®
which protects certain hard-core propositions from falsification.

Since empirical data is affected by the analyst's beliefs, it is possible to construct an
econometric model congruent with both the theory and the empirical data. Therefore,
econometric testing and prediction are irrelevant. Different objective lead to different model,
different prediction, and different policies respectively.

According to all of these criticisms, it may be concluded that most cgntroversies
critique on the effect of "analyst's prior paradigm". Starting from modelling process, size,

definition of variables and explanatory variables, and functional form of the models, all of these
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depend heavily upon the analyst's prior beliefs. During the next step, evaluation process,
method of estimation and its assumptions, econometric testing, and prediction, all of these are
chosen for the purpose of showing that the theory is correct rather than testing. The question
then arises "should econometric technique be used to prove or disprove economic theory?*
The answer seems to be "No". Econometric technique cannot be used to prove or disprove
ecoﬁomic theory. However, with recognizing its limitations and using it with care, one can use
it as a guideline to solve for the answer whether or not the theory is true. Many
econometricians misuse econometric technique by using as a tool for testing theories instead
of a showcase for exhibiting them. I also would suggest that during evaluation process,
econometric results should not be given great weight unless similar results are produced by
different economists using different techniques, different control variables, different models,
and different data set over an extended period of time. In addition, users of econometric
results should demand similar evidence of robustness, and producers of econometric results
should make it their number one objective.

Finally, the criticisms in this paper represent only some parts of the controversies
which seem very important in my perspective. There are some other important parts which
are not included in this paper, and also need to be considered. Hopefully, one can find the

most convincing technique.
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